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Abstract

We develop a new molecular computing

model, Arti�cial Cell System (ACS). ACS

consists of a multiset of symbols, a set of

rewriting rules (reaction rules) and mem-

branes. Throughout a simulation, we �nd

that cells evolve to a structure consisting of

several cell-like membranes. We investigate

the correlation between the type of reaction

rules and the evolution of a cell and �nd a

parameter to describe the correlation.

1 Introduction

Membrane is an important structure for living sys-

tems. It distinguishes \self" from its environment

and composes hierarchical structures inside the system

(like cells, organs and so on). We harness membrane

to construct a computing model. This contribution

is a preliminary research for it. We will propose two

types of systems and a parameter which describe the

behavior of the membrane structure.

We have developed an abstract computational model

(ARMS), which can deal with systems with many de-

grees of freedom and con�rm that it can simulate the

chemical oscillations that are often found in the emer-

gence of life.

Based on this system, we developed an Arti�cial Cell

System (ACS). It consists of a multiset of symbols, a

set of rewriting rules (reaction rules) and membranes.

2 ARMS

We will introduce the multiset rewriting system, \Ab-

stract Rewriting system on MultiSets" in this section.

Intuitively, ARMS is like a chemical solution in which

molecules 
oating on it can interact with each other

according to reaction rules. Technically, a chemi-

cal solution is a �nite multi-set of elements denoted

by Ak = fa; b; : : : ;g; these elements correspond to

molecules. Reaction rules that act on the molecules

are speci�ed in ARMS by rewriting rules. As to the

intuitive meaning of ARMS, we refer to the study of

chemical abstract machines [2]. In fact, this system

can be thought of as an underling \algorithmic chem-

istry [1]."

Let A be an alphabet (a �nite set of abstract symbols).

The set of all strings over A is denoted by A�; the

empty string is denoted by �. (Thus, A� is the free

monoid generated by A under the operation of con-

catenation and having the identify �.) The length of

a string w 2 A� is denoted by jwj.

A rewriting rule over A is a pair of strings (u; v), u; v 2
A�. We write such a rule in the form u! v. Note that

u and v can also be empty. A rewriting system is a pair

(A;R), where A is an alphabet and R is a �nite set of

rewriting rules over A.

With respect to a rewriting system 
 = (A;R) we

de�ne over A� a relation =) as follows: x =) y i�

x = x1ux2 and y = x1vx2, for some x1; x2 2 A� and

u! v 2 R. The re
exive and transitive closure of this

relation is denoted by =)�. A string x 2 A� for which

there is no string y 2 A� such that x =) y is said to

be an dead one (in other words, from a dead string no

string can be derived by means of the rewriting rules).

From now on, we work with an alphabet A whose ele-

ments are called objects; the alphabet itself is called a

set of objects.

A multiset over a set of objects A is a mapping M :

A �!N, where N is the set of natural numbers, 0, 1,

2,. . . . The number M (a), for a 2 A, is the multiplicity

of object a in the multiset M . Note that we do not

accept here an in�nite multiplicity.



We denote by A# the set of all multisets over A, in-

cluding the empty multiset, ;, de�ned by ;(a) = 0 for

all a 2 A.

A multiset M : A �! N, for A =

fa1; : : : ; ang, can be naturally represented by the

string a
M(a1)
1 a

M (a2)
2 : : : a

M(an)
n and by any other per-

mutation of this string. Conversely, with any string w

overA we can associate a multiset: denote by jwja
i
the

number of occurrences of object ai in w, 1 � i � n;

then, the multiset associated with w, denoted by Mw,

is de�ned by Mw(ai) = jwjai ; 1 � i � n.

The union of two multisets M1;M2 : A �! N

is the multiset (M1 [ M2) : A �! N de�ned by

(M1 [ M2)(a) = M1(a) + M2(a), for all a 2 A. If

M1(a) � M2(a) for all a 2 A, then we say that

multiset M1 is included in multiset M2 and we write

M1 � M2. In such a case, we de�ne the multiset dif-

ference M1 �M2 by (M2 �M1)(a) = M2(a)�M1(a),

for all a 2 A. (Note that when M1 is not included in

M2, the di�erence is not de�ned).

A rewriting rule such as

a! a : : : b;

is called a heating rule and denoted as r�>0 ; it is in-

tended to contribute to the stirring solution. It breaks

up a complex molecule into smaller ones: ions. On the

other hand, a rule such as

a : : : c! b;

is called a cooling rule and denoted as r�<0 ; it re-

builds molecules from smaller ones. In this paper, re-

versible reactions, i.e., S *) T , are not considered. We

shall not formally introduce the re�nement of ions and

molecules though we use re�nement informally to help

intuition (on both types of rules we referred to [2]).

A multiset rewriting rule (we also use to say, evolution

rule) over a set A of objects is a pair (M1;M2), of ele-

ments in A# (which can be represented as a rewriting

rule w1 ! w2, for two strings w1; w2 2 A� such that

Mw1
= M1 and Mw2

=M2). We use to represent such

a rule in the form M1 !M2.

An abstract rewriting system on multisets (in short, an

ARMS) is a pair

� = (A; (R; �))

where:

(1) A is a set of objects;

(2) R is a �nite set of multiset evolution rules over A;

(3) � is a partial order relation over R, specifying a

priority relation among rules of R.

With respect to an ARMS �, we can de�ne over A# a

relation: (=)): for M;M 0 2 A# we write M =)M 0

i�

M 0 = (M � (M1 [ : : : [Mk)) [ (M 0

1 [ : : : [M
0

k; )

for some Mi !M 0

i 2 R; 1 � i � k; k � 1, and there is

no rule Ms ! M 0

s 2 R such that Ms � (M � (M1 [
: : :[Mk)); at most one of the multisetsMi; 1 � i � k,

may be empty.

With respect to an ARMS � = (A;R) we can de�ne

various types of multisets:

{ A multisetM 2 A# is dead if there is noM 0 2 A#

such thatM =)M 0 (this is equivalent to the fact

that there is no rule M1 ! M2 2 R such that

M1 �M).

{ A multiset M 2 A# is initial if there is no M 0 2
A# such that M 0 =)M .

2.1 How ARMS works

Example In this example, an ARMS is de�ned as

follow;

� = (A; (R; �));

A = fa; b; c; d; e; fg;
R = fa; a; a! c : r1; b! d : r2; c! e : r3;

d! f; f : r4; a! a; b; b; a : r5; f ! h : r6; g:
� = 6 0

The set of the rewriting rules,

R is fr1; r2; r3; r4; r5; r6g, we do not assume priority

among these rules. We assume the maximal multiset

size is 4 and the initial state is given by fa; a; b; ag. In
ARMS, reaction rules are applied in parallel. When

there are more than two applicable-rules then one rule

is selected randomly. Figure 1 illustrates an example

of rewriting steps of the calculation from the initial

state.

At the �rst step, the left hand side of rule of r1, r2
and r5 are included in the initial state. Since, when it

uses r5 the size of multiset exceeds the maximal size,

it uses r1 and r2 in parallel. In the next step, r3 and

r4 are applied in parallel and fc; dg is rewritten into



fa; b; a; ag � a, a, a, a, b (the left hand side of r1; r2, r5)

#
fc; dg � c, d (the left hand side of r3; r4)

#
fe; f; fg � f (the left hand side of r6)

#
fe; h; hg There are no rule to apply, it reaches

the death state

Figure 1: Example of rewriting steps of ARMS

fe; f; fg. In step 3, by using r6, fe; f; fg is transformed

into fe; h; hg. There are no rules that can transform

the multiset any further so, the multiset is in a dead

state.

Multiplication by using ARMS

By using ARMS, we can do the multiplication ofm�n.
The ARMS for multiplication is de�ned as follows;

� = (A; (R; �));

A = fa; b; c; d; g;
R = fa; c! a; b : r1; b

md! bmcm : r2g;
� = r1 > r2,

where m in rule r2 is a parameter denoting the �rst

multiplicant. For example, to calculate 2 � 3, r2 is

applied as b; b; d! b; b; c; c.

The initial state of the calculation is de�ned as

fam; cm; dn�1g; for example, to calculate 2 � 3, it is

fa; a; c; c; d; dg:

In the initial state, r1 is applied in parallel and

fa; a; c; c; d; dg is transformed into fa; a; b; b; d; dg.
Since r1 can not be applied on this multiset

r2 is applied to it next, resulting in the multi-

set fa; a; b; b; c; c; dg. For this multiset r1 is ap-

plied again in parallel and the multiset becomes

fa; a; b; b; b; b; dg. Then r2 is used again, resulting into

fa; a; b; b; b; b; c; cg. After applying r1 again, the mul-

tiset is transformed into fa; a; b; b; b; b; b; bg. For this

multiset there are no rules that apply, thus it is a dead

state. The answer of this calculation is obtained as

M (b) and in this case it is 6 (�gure 2). Addition,

subtraction and division can also be implemented on

ARMS easily.

3 Arti�cial Cell System

In this section, we introduce the basic structural ingre-

dients of ARMS, membrane structures and how ACS

works.

fa; a; c; c; d; dg
# .... r1

fa; a; b; b; d; dg
# .... r2

fa; a; b; b; c; c; dg
# .... r1

fa; a; b; b; b; b; dg
# .... r2

fa; a; b; b; b; b; c; cg
# .... r1

fa; a; b; b; b; b; b; bg .... dead state

Figure 2: Multiplication 2� 3 on an ARMS

3.1 The membrane structure (MS)

To describe the membrane and its structure in ARMS

(see [7]), we �rst de�ne the language MS over the

alphabet f[; ]g, whose strings are recurrently de�ned

as follows:

(1) [; ] 2 MS

(2) if �1; :::; �n 2MS, n � 1, then [�1; :::; �n] 2MS;

(3) there is nothing else in MS.

Consider now the following relation on MS: for x; y 2
MS we write x � y if and only if we can write the

two strings in the form x = [1:::[2:::]2[3:::]3:::]1; y =

[1:::[3:::]3[2:::]2:::] , i.e, if and only if two pairs of paren-

theses which are not contained in one another can be

interchanged, together with their contents. We also

denote by � the re
exive and transitive closures of

the relation �. This is clearly an equivalence relation.

We denote byMS the set of equivalence classes ofMS

with respect to this relation. The elements of MS are

called membrane structures.

It is easy to see that the parentheses [, ] appearing

in a membrane structure are matching correctly in the

usual sense. Conversely, any string of correctly match-

ing pairs of parentheses [, ], with a matching pair at

the ends, corresponds to a membrane structure.

Each matching pair of parentheses [, ] appearing in a

membrane structure is called a membrane. The num-

ber of membranes in a membrane structure � is called

the degree of � and is denoted by deg(�). The external

membrane of a membrane structure � is called the skin

membrane of �. When a membrane which appears in

� 2 MS has the form [ ] and no other membrane ap-

pear inside the two parentheses then it is called an

elementary membrane.



3.2 Evolution of ACS

A transition ACS is a construct

� = (A; �;M1; :::;Mn; (R; �);MC; �; �);

where:

(1) A is a set of objects;

(2) � is a membrane structure (it can be changed

throughout a computation);

(3) M1; :::;Mn; are multisets associated with the re-

gions 1,2, ... n of �;

(4) R is a �nite set of multiset evolution rules over A

and � is a partial order relation over the rule set,

it speci�es a priority relation among the rules.

(5) MC is a set of membrane compounds;

(6) � is the threshold value of dissolving membrane;

(7) � is the threshold value of dividing membrane;

� is a membrane structure of degree n, n � 1, with

the membranes labeled in a one-to-one manner, for

instance, with the numbers from 1 to n. In this way,

also the regions of � are identi�ed by the numbers from

1 to n.

Reaction rules are applied in following manner:

(1) The same rules are applied to every membrane.

There are no rules speci�c to a membrane.

(2) All the rules are applied in parallel. In every step,

all the rules are applied to all objects in every

membrane that can be applied. If there are more

than two rules that can apply to an object then

one rule is selected randomly.

(3) If a membrane dissolves, then all the objects in

its region are left free in the region immediately

above it.

(4) All objects and membranes not speci�ed in a rule

and which do not evolve are passed unchanged to

the next step.

We have developed two types of ACS as follows;

(1) ACS with Elementary membrane (ACSE); in this

system every membrane is elementary membrane.

(2) ACSwith Hierarchically structure-able membrane

(ACSH); In this system other membranes can ap-

pear inside a membrane.

3.3 ACS with Elementary membrane

(ACSE)

We will address ACSE �rst.

3.3.1 Dissolving and dividing a membrane

A membrane is composed of a "membrane compound"

which is in fact a symbol. To maintain a membrane, it

needs to have a certain minimal volume. A membrane

disappear if the volume of membrane compounds de-

creases below the needed volume to maintain the mem-

brane. Dissolving the membrane is de�ned as follows:

[ia; b; :::]i ! a; b; :::

where the ellipsis f:::g illustrates chemical compounds

inside the membrane. Dissolving takes place when

jwijMC

jMij
< �

where � is a threshold value when a membrane is dis-

solved, all chemical compounds in its region are set

free and they are merged into the region immediately

above it.

On the other hand, when the volume of membrane

compounds increases to a certain extend, a membrane

is divided. Dividing a membrane is realized by dividing

it on a multisets of the random sizes. The frequency at

which a membrane is divided is decided in proportion

to its size. As the size of a multiset becomes larger,

the cell is divided more frequently. Technically, this is

de�ned as follows;

[ha; b; :::]h ! [ia; :::]i; [jb; :::]j

Dividing takes place when

jwhjMC

jMhj
> �

where � is a threshold when a membrane is divided,

all chemical compounds in its region are set free and

they are separated randomly by new membranes.

Setting of a simulation

We assume that there are some cells in the initial state.

Some of them are absorbed to a cell and a cell disposes

arbitrary chemical compounds to the soup, vice versa.

We do not assume that characteristics of a membrane,

thus a cell absorbs and disposes arbitrary selected com-

pounds. The number of chemical compounds in the

system is kept at the same.



Rule set The length of the left- or right-hand-side

of a rule is between one and seven. Both sides of the

rules are obtained by sampling with replacement of

two symbols a and b. Thus the left/right hand side

of a rule is a or a; a; or:::a7 or b or, b; b or :::b7 or

an; bm(2 < n+m < 7) and the set of reaction rules is

constructed as the overall permutation of them. When

a rule is applied it is selected randomly from the set.

Cell like Chemoton

A membrane

A nenbrane compound

Chemical reactions

Input

Output

An artificial cell

Figure 3: An arti�cial cell in a ACSE

Because of the components of a membrane diminish

with the lapse of a certain time, a cell has to generate

the components to maintain the membrane through

chemical reaction in the cell. Hence, survived cells

become cells like chemoton[4] (�gure 2). We con�rmed

it through a simulation under the setting.

Cell Cycle

In a simulation, we found that behavior like cell cycle

emerges. The cycle emerges as follows;

(1) Dividing period; Large cells divide into small

cells and the number of cells increase.

(2) Growing period; Each cell grows larger and the

number of cells decreases. Since the resources, the

total of compounds in the system are kept at the

same, the growing of each cell stops at a certain

extent and shifts to dividing period.

3.4 ACS with Hierarchically structure-able

membrane (ACSH)

3.4.1 Dissolving and dividing a membrane

A membrane is composed of a "membrane compound"

which is in fact a symbol. To maintain a membrane, it

needs to have a certain minimal volume. A membrane

disappear if the volume of membrane compounds de-

creases below the needed volume to maintain the mem-

brane. Dissolving the membrane is de�ned as follows:

[ha; :::[ib; :::]i]h ! [ha; b; :::]h;

where the ellipsis f:::g illustrates chemical compounds

inside the membrane. Dissolving takes place when

jwijMC

jMij
< �;

where � is a threshold value when a membrane is dis-

solved, all chemical compounds in its region are set

free and they are merged into the region immediately

above it.

On the other hand, when the volume of membrane

compounds increases to a certain extend, a membrane

is divided. Dividing a membrane is realized by dividing

it on a multisets of the random sizes. The frequency at

which a membrane is divided is decided in proportion

to its size. As the size of a multiset becomes larger,

the cell is divided more frequently. Technically, this is

de�ned as follows;

[ha; b; :::]h ! [ha; :::[ib; :::]i]h

Dividing takes place when

jwhjMC

jMhj
> �

where � is a threshold when a membrane is divided,

all chemical compounds in its region are set free and

they are separated randomly by new membranes.

4 Behavior of ACSH

We implemented the system and did some experi-

ments. We will show some experimental results in this

section.



Description of a simulation

The following ACSH was simulated;

� = (A = fa; b; cg; � = f6 0g;M0 = fa10; b10; c10g;

(R; � = f6 0g);MC = fbg; � = 0:4; � = 0:2);

where:

(1) R is a �nite set of multiset evolution rules over

A. The length of the left- or right-hand-side of a

rule is between one and three. Both sides of the

rules are obtained by sampling with replacement

of three symbols a, b and c. A set of reaction

rules is constructed as the overall permutation of

both sides of the rules. We do not assume partial

order relations over the rule set in this simulation

� = f6 0g;

(2) Membrane structures are assumed to have a

nonempty (� = f6 0g).

As in ACSE, because the components of a membrane

diminish with the lapse of a certain time, a cell has to

generate the components to maintain the membrane

by chemical reactions in the cell. Hence, \surviving"

cells become cells like a chemoton [4] (�gure 3).

In order to investigate the correlation between the re-

action rule and the behavior of the model, we will

introduce the �e parameter [13]. This parameter is

introduced as an order parameter of ARMS.

Let us de�ne the �e parameter as follows:

�e =
�r�S>0

1 + (�r�S<0 � 1)
(1)

where �r�S>0 corresponds to the number of heating

rules, and �r�S<0 to the number of cooling rules. This

parameter is well-de�ned when the number of rules is

greater than 1.

When the ARMS only uses rules of the type r�S<0, �e
is equal to 0.0. On the contrary, if theARMS uses rules

of the type r�S>0 and r�S<0 with the same frequency,

�e is equal to 1.0. Finally, when the ARMS only uses

rules of the type r�S>0, �e is greater than 1.0.

�e indicates the degree of reproduction in a cell. When

�e close to 0.0, the degree is quiet low and as �e is

getting larger than 1.0, the degree becomes high.

�e parameter and system's behavior The behav-

ior of ACSH is classi�ed into four classes by this pa-

rameter as follows;

� Type I: A cell dose not evolve and disappears;

� Type II: The period of dividing membranes and

dissolving membranes appears cyclically, can be

seen.

� Type III: A cell evolves to a complex, hierarchi-

cally structured cell;

� Type IV: All chemical compounds inside a cell

increase rapidly, however, cells hardly divide;

where each �e value is not important very much. Al-

though they are changed under the di�erent environ-

ments, these four classes are unchanged.

Type I (�e closes to 0.0)

When �e is close to 0.0 the cooling rule is mainly used,

and cells will hardly grow up. Thus membranes will

hardly to be divide (�gure 4).

Type II (�e in between 0.5 and � 1.0)

When �e is in between 0.5 � 1.0, membranes are more

likely to be divided than when �e is close to 0.0. But,

since cooling rules are likely to be used, the membrane

compounds do not increase very much. Thus, when a

cell evolves to a certain size the membrane compounds

of each cell decrease and they are dissolved (�gure 5).

step state

0. [a
10

; b
10

; c
10
]

1. [a
9
; b

5
; c

10
]

2. [a
10

; b
2
; c

7
]

3. [a
11

; b
3
; c

7
]

4. [a
6
; b

4
; c

5
]

.................

10. [a
1
; b

4
; c

2
]

................

16. [a
1
; b

4
]

Figure 4: An example of state transition of ACSH:

Type I (�e closes to 0.0)

Type III (�e in between 1.05 � 2.33)

When �e exceeds 1.0 and the heating rule is likely to

be used, a cell grows up easier and the frequency of

cell division becomes high. Thus a cell evolves into a

large complex cell (�gure 6).

Type IV (�e more than 2.5)

When the �e parameter becomes much larger than 1.0,

membranes will hardly be divided, because, the num-

ber of compounds of all kinds in the cell increase and



step state

0. [a
10

; b
10

; c
10
]

1. [a
6
; b

9
; c

9
]

.................

91. [a
4
; b

4
; c

1
]

92. [[b
2
] [b

3
; c

1
]]

93. [[b
2
] [b

1
; c

1
]]

94. [a
6
; b

1
; c

1
]

...............

114. [a
2
; b

5
]

115. [[a
1
; b

2
][a

1
; b

3
]]

116. [[ a
1
; b

2
][b

2
][a

1
; b

1
]]

...............................

140. [[[ a
1
; b

1
][b

1
; c

1
]][[b

2
][a

1
; b

1
]][b

1
; c

1
]]

141. [[a
3
; c

3
][a

3
; c

2
][a

1
; c

2
]

142. [ a
6
; c

5
]

Figure 5: An example of state transition of ACSH:

Type II (�e in between 0.5 and � 1.0)

step state

0. [ a
10

; b
10

; c
10
]

1. [ a
10

; b
10

; c
9
]

...................

41. [a
2
; b

7
; c

5
]

42. [[b
2
] [b

6
; c

1
]]

43. [[b
4
] [b

3
; c

1
]]

44. [[b
4
] [b

2
][b

2
; c

1
]]

45. [[b
4
; c

2
][b

2
; c

2
][b

1
; c

3
]]

46. [[[b
3
; c

1
][b

1
; c

1
]][b

2
; c

2
][b

1
; c

3
]]

47. [[[[b
2
][a

1
; b

1
]][b

1
; c

1
]][a

1
; b

3
; c

2
]]

[a
1
; b

2
; c

3
]]

140. [[[a
1
; b

1
][b

1
; c

1
]][[b

2
][a

1
; b

1
]][b

1
; c

1
]]

214. [[[[a
16

; b
3
; c

2
][a

5
; b

5
; c

1
][a

3
; b

2
]]

[a
4
; b

3
]][[[[b

2
][b

2
][a

1
; b

1
]][a

3
; b

1
]]

[a
3
; b

1
][b

4
][a

3
; b

1
]]]

Figure 6: An example of state transition of ACSH:

Type III (�e in between 1.05 � 2.33)

it is di�cult to speci�cally increase the number of only

membrane compounds then a cell is hardly to be di-

vided (�gure 7).

We performed the above simulations repeatedly and

obtained the same results; four classes appeared ac-

cording to �e. Because of the rules that were used in

the above experiments were selected randomly at each

rewriting steps, the results did not depend on speci�c

rules. Therefore, �e can be a design parameter of the

behavior of membranes in ACSH.

step state

0. [a10; b10; c10]

1. [a12; b5; c9]

2. [a14; b4; c10]

3. [a13; b6; c11]

4. [a14; b8; c12]

5. [a9; b9; c10]

6. [a7; b10; c10]

..................

87. [a17; b12; c21]

..................

147. [a14; b20; c29]

..................

242 [a17; b50; c44]

..................

300. [a3; b56; c58]

Figure 7: An example of state transition of ACSH:

Type IV (�e more than 2.5)

5 Discussion

P systems

Above two types of ACS correspond to a class of P

systems which is a parallel molecular computing model

proposed by G. P�aun[6] and is based on the process-

ing of multisets of objects in cell-like membrane struc-

tures. A P system is a multiset transformation system

However, it is di�erent from [2], since it includes a

\membrane" in its computing mechanism. In the sys-

tem cells are structured like living cells. The system

itself is composed of several cells that are delimited

from the neighboring cells, evolving internally. Tech-

nically, it is structured like a Venn diagram, each set

in the diagram corresponding to a multiset. The sets

under consideration are subsets of a unique set, which

corresponds to a \skin" membrane, and is not allowed

to intersect itself.

In the system, objects in each cell evolve with particu-

lar evolution rules. Any object, alone or together with

one or more objects can evolve, can be transformed

into other objects, can pass through one membrane,

and can dissolve the membrane in which it is placed.

All objects are active at the same time, in parallel;

similarly, all membranes are active in parallel.

The computing power of P systems is equal to a Tur-

ing machine, proved in [6], and an algorithm to com-

pute the SAT problem in linear time [7] was pro-

posed. Various P systems have also been proposed and

their mathematical properties have been investigated

in [9, 10, 11].



ACS is an extension of P systems and a class of P sys-

tems. Although there have been proposed variants of

P systems, many of them do not posses bio-chemical

characteristics very much such as concentration of a

chemical compounds, membrane compounds and so

on. We have mathematical problems to investigate

the correlation between ACS and P systems.

6 Conclusion

We proposed two types of membrane computing model

that based on the Abstract Chemistries (ARMS).

Throughout simulations we found that an arti�cial cell

like chemoton and the cell cycle like behavior emerged.

We discovered a parameter that describes the behavior

of membranes. These models are closely related to P

systems. Creating more concrete model of membrane

computing and the investigation of the mathematical

correlation between ACS and P systems are our future

work.
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