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1 Results
Design of multi station sensor configurations implies the op-
timal planning of camera positions in order to obtain high ac-
curate measurements. In this way visual measurements can
be achieved by the well known triangulation process. How-
ever, multiple constraints and design considerations must be
taken into account by the designer in order to overcome the
complexity of the problem. Automation of this process has
been achieved through genetic algorithm methodology [1].

The understanding about the convergence time rates of ge-
netic algorithms it’s necessary in order to know how long it
takes. Huber’s analysis about the total expected time with re-
spect to the input data gives the following approximation:
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The major point in this analysis is that the performance of
the algorithm can be greatly improved if:

� The sampling of each parameter in the optimization is
made independently, and

� The evaluation represented by the fitness function is
highly discriminant.

Under these circonstances the genetic algorithm must fol-
low its ideal form. The speed of execution will beN times
faster than any hill climbing random search. After comput-
ing the data, the final curves do not fit the proposed theoreti-
cal model, see Figure 1. Moreover, this graph shows that the
number of generations needed to converge is independent of
the number of parameters, that the calculation cost is about
proportional to the number of parameters involved, and that
the final expected time is lower than the theoretical model for
a higher number of variables, considering that the theoretical
model always increase and the real value stabilizes around a
single value.

A series of experiments to test the properties of conver-
gence time and accuracy, in the case of different crossovers
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Figure 1 The following graphs show the curves plotting in
theY axis the number of cameras in a logarithmic scale. It
let us see that the computed data does not follow the proposed
model.

as well as the gray code, corresponding to the case of 4 cam-
eras measuring a plane has been computed. No significant
differences have been obtained through these different vari-
ants of the algorithm. These results significantly differ from
other researchers as Fogel, which has reported a leading edge
in the convergence time as well as in accuracy for the uniform
crossover. A report about these aspects and others involved in
this research can be obtained by request to the autor.
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