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ABSTRACT
This paper describes initial testing of a novel idea to combine
a CGP with an EDA. In recent work a new improved
crossover technique was successfully applied to a CGP. To
implement the new method meant changing the traditional
CGP representation. The new representation developed
in that work lends itself very nicely to some probability
distribution being implemented. The work in this paper has
investigated this idea of incoporating estimated probability
distributions into the new CGP method with crossover.

Categories and Subject Descriptors
I.2.2 [Artificial Intelligence]: Automatic Programming—
Program synthesis; I.2.8 [Artificial Intelligence]: Problem
Solving, Control Methods and Search

General Terms
Algorithms, Design, Performance

Keywords
Cartesian Genetic Programming, optimization, crossover
techniques

1. INTRODUCTION
A new crossover technique [1] for Cartesian Genetic

Programming (CGP) was recently introduced by Janet
Clegg. The CGP representation was modified in order to
enable the crossover technique to be applied. In a CGP
[2] programs are represented by strings of integers, where
each integer denotes a certain choice of function or input; in
the new representation programs were instead represented
by strings of parameters whose values lie in a real valued
interval. The choice of function was then determined by the
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value of the parameters along this interval. Crossover could
then be performed as in a traditional GA. In initial tests [1]
it was shown that this new technique made the optimisation
around three times more successful in finding solutions than
previous CGP methods.

This paper describes initial tests of a novel idea of
combining the new crossover technique with an Estimation
of Distribution Algorithm (EDA). Since the new CGP
representation is made up of a set of parameters whose
values lie in a real valued interval and function choices
are made relative to the value of the parameters along
this interval, its very representation lends itself to some
probability distribution being implemented. Rather than
splitting the interval into equal parts where each part
represents a certain function (such that each function is
equally likely to be chosen) the interval can be split into
unequally sized parts whose sizes vary according to some
probability distribution. This paper describes results from
implementing this new idea of integrating EDA techniques
into the new crossover method. The most similar work to
that described here can be found in [3], [4].

2. THE METHOD
The ideas investigated within this paper have been tested

on two polynomial regression problems whose equations are
given by Equations 1 and 2 below.
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A sample of fifty data points are taken from the interval
[-1,1], and the cost function is defined as the sum of the
absolute values of the differences between the population
member’s values and the true function values at each of
the data points. The algorithm is classed as converged
when all of these absolute values are less than 0.01. A
population size of 50 has been used with 48 offspring created
at each generation. Tournament selection has been chosen to
select the parents and the maximum number of nodes in the
CGP representation has been set at 10. The algorithm has
been run 1000 times and the average convergence has been
recorded at each generation. In the figures in this paper,
the horizontal axis represents generation number and the
vertical axis is the cost function for the best member of
the population (averaged over 1000 runs) for that particular
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Figure 1: Comparing the CGP with EDA and

the CGP without EDA for x
6
− 2x

4 + x
2 using the

optimised probability increment
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Figure 2: Comparing the CGP with EDA and

the CGP without EDA for x
7
− 2x

5 + x
3 using the

optimised probability increment

generation number. The quality of each different method is
determined by its speed of convergence.

The simplest form of EDA is called a Univariate Marginal
Distribution Algorithm (UMDA) and is one in which the
genes are assumed to have probability distributions which
are independent of each other. In this paper we use
this simple EDA. The CGP with EDA begins in the first
generation assuming that each possible value for each gene
is equally likely, i.e. each gene has a uniform probability
distribution. As the generations progress these probabilities
are incremented in line with the number of times each value
of the gene occurs in good members of the populations.

One important aspect to consider in this, is by how much
to increment the probability distribution at each generation.
One would assume that for the initial generations the
predicted probabilities will be less reliable than towards the
latter generations. Several rates of incrementing the prob-
abilities have been investigated, and these rates are 0.01,
0.001, 0.0001, 0.00001, 0.000001, 0.0000001 and 0.00000001.
As a simple example of how the probability distributions are
incremented suppose a gene has two possible values (0 or 1,
say). The particular algorithm with an incremental rate of
0.001 will begin with a uniform distribution for these two

values; the probability of a 0 and the probability of a 1 are
both set initially to 500/1000. If 20 parents are selected and
15 of these parents have a value 0 and 5 of these have a
value 1, then the probabilities are incremented to 515/1020
and 505/1020. If at the next generation 20 more parents
are selected where 18 have a value 0 and only 2 have value
1, then the probabilities are incremented to 533/1040 and
507/1040. The process carries on through the generations
such that, as it converges, the probabilities converge towards
a 1 for the optimal value of the gene and zeros for the other
values.

Figures 1 and 2 display results from running the combi-
nation of CGP and EDA for the regression problems given
by Equations 1 and 2 respectively. An increment rate of
0.0000001 was found to perform best for the probability
distribution updates. In both figures, the performance is
compared to the CGP with crossover but without an EDA
element to it. Both figures also display the best convergence
of the simple EDA without CGP for comparison. An
increment rate of 0.001 was found to perform best for the
EDA without CGP. The integration of an EDA into the new
CGP with crossover has successfully improved convergence
when the EDA increments the probabilities very slowly
as the generations progress. The addition of this EDA
element to the new crossover technique is also very easily
implemented and therefore is a valuable result.

3. CONCLUSIONS
This paper has extended the work in [1] which introduced

a new crossover technique for CGP. The new crossover
technique lends itself easily to the integration of an EDA
technique working alongside it. This is because of the nature
of the new representation for the crossover method. Each
possible value for the variables are assigned to parts of a real
valued interval. In [1] the whole interval was divided into
equal sections, each section representing a choice of value for
the variable. In this new work this interval has been split
into sections whose sizes depend on estimated probability
distributions. It has been shown that the addition of
this EDA element within the CGP technique improves its
performance.
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